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CORTICAL CONTROL OF A PROSTHETIC 
DEVICE 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is the U.S. National Stage of PCT/ 
US2009/037508 which claims the benefit of U.S. Provisional 
Application No. 61/041,702, entitled “Cortical Control of a 
Prosthetic Arm for Self-Feeding. Which was filed on Apr. 2, 
2008, and U.S. Provisional Application No. 61/052,466, 
entitled “Cortical Control of a Prosthetic Device,” which was 
filed on May 12, 2008, the disclosures of which are incorpo 
rated herein by reference. 

GOVERNMENT INTERESTS 

This work was supported in part by the National Institute of 
Health under Contracts NIH NO1-NS-2-2346 and NIH RO1 
NS050256-01A2-04 and by DARPA under Contract 
W911NF-06-1-0053. The Government may have certain 
rights in this invention. 

FIELD OF THE INVENTION 

The present invention relates to prosthetic devices, and in 
particular to the direct cortical control of prosthetic devices 
based on cortical signals measured by electrodes implanted 
within the brain of the subject. 

BACKGROUND OF THE INVENTION 

Over the last few decades, there have been a number of key 
developments in the study of neural control of arm move 
ment, including the introduction of the concepts of endpoint 
direction representation, cosine tuning, population coding, 
continuous trajectory representation, and the finding that neu 
ral activity in movement-related areas of the brain such as the 
motor cortex can be present in the absence of actual move 
ment in paralyzed patients. In addition, basic research over 
the last 25 years has shown that arm movement is well rep 
resented in populations of neurons recorded from the motor 
cortex. These developments, combined with advances in 
engineering and technology, have made it possible to create 
prosthetic devices that are controlled directly by cortical 
activity. A cortically controlled prosthetic arm would be able 
to restore the ability of a tetraplegic, a quadriplegic or an 
amputee to interact with the physical environment to, for 
example, perform everyday tasks such as feeding oneself, 
opening doors, or handing a toy to a child. Previous work has 
demonstrated that monkeys can use spiking activity from the 
motor cortex to perform closed-loop control of a cursor in 
3-dimensional (3D) virtual reality (VR), and can control a 
robotic arm with indirect visual feedback through a 3D VR 
display. Others have developed systems for 1- or 2-dimen 
sional (1D/2D) closed-loop brain-control of a cursor using 
spiking activity, local field potentials, or electroencephalo 
gram activity. These developments, however, have only 
involved control of a cursor. Furthermore, in prior experi 
ments where a robotic armor hand was included in the control 
loop, the Subjects did not use it to interact with physical 
objects, but instead the interaction was VR based. Because 
physical interaction cannot be fully simulated, the perfor 
mance of a prosthetic arm cannot be fully evaluated in virtual 
experiments. 
As will be understood, a Successful movement prosthetic 

would have to provide direct interaction with the physical 
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2 
world. However, due to the physical interaction between the 
Subject, the prosthetic device and objects in the workspace, 
this type of task presents a higher level of difficulty than 
previous virtual (cursor-control) experiments. A suitable sys 
tem for use of cortical signals to control a multi jointed 
prosthetic device for direct real-time interaction with the 
physical environment has not been demonstrated in the prior 
art, and there is thus a need for Such a system. 

SUMMARY OF THE INVENTION 

In one embodiment, the invention provides a method of 
controlling a robotic prosthetic device having a selectively 
openable and closable gripping element. The method 
includes measuring a set of one or more activity parameters, 
Such as one or more firing rates or one or more power levels in 
a field potential, of each of a plurality of units of a subject, 
each unit being associated with one or more neurons of the 
Subject, employing a real-time extraction algorithm to gener 
ate a four-dimensional velocity vector based on each mea 
Sured set of one or more activity parameters and one or more 
tuning parameters, the one or more tuning parameters 
describing how the set of one or more activity parameters are 
modulated with velocity, the four-dimensional velocity vec 
tor having an X direction component, a y direction compo 
nent, a Z direction component, and a gripping Velocity com 
ponent, integrating the four-dimensional Velocity vector to 
obtain an endpoint position and a gripping element state, and 
using the endpoint position and the gripping element state to 
generate commands for controlling movement of the pros 
thetic device and opening and closing of the gripping ele 
ment. The real-time extraction algorithm is preferably a 
population vector algorithm, and the one or more tuning 
parameters preferably comprise, for each unit, a baseline 
firing rate, a preferred direction vector and a modulation 
depth. Preferably, the opening and closing of the gripping 
element is controlled in a continuous manner, so that more 
than just binary (open or closed) states are controlled. For 
emcple, the gripping lement may be moved from the open 
condition to a part-way closed condition and then back to an 
open condition in a continuous manner. 

In another embodiment, the invention provides a method of 
generating one or more tuning parameters for use in an algo 
rithm that generates positional information used to generate 
movement commands for controlling a robotic prosthetic 
device based on set of one or more activity parameters, such 
as one or more firing rates or one or more power levels in a 
field potential, of a plurality of units of a subject, wherein 
each unit is associated with one or more neurons of the Sub 
ject. The tuning parameters describe how the set of one or 
more activity parameters are modulated with velocity. The 
method includes steps of automatically moving the prosthetic 
device to one or more locations, measuring a first set of one or 
more activity parameters, such as a first firing rate, of each of 
the units during the automatic movement step, and generating 
a first set of the one or more tuning parameters based on at 
least the first sets of one or more activity parameters, such as 
the first firing rates. The method further includes performing 
a first subject controlled movement iteration wherein: (i) the 
prosthetic device is moved to the one or more locations by a 
combination of first automatic control of the prosthetic device 
and first subject control of the prosthetic device, wherein the 
first subject control of the prosthetic device is based on a set 
of movement commands generated from positional informa 
tion generated by the algorithm based on the first set of the 
one or more tuning parameters and a second set of one or 
more activity parameters. Such as a second firing rate, of each 
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of the units measured during the first subject controlled move 
ment iteration, and (ii) a Subsequent set of the one or more 
tuning parameters is generated based on at least the second set 
of one or more activity parameters, such as the second firing 
rates. 

The method may further include performing one or more 
Subsequent Subject controlled movement iterations, wherein 
in each of the Subsequent Subject controlled movement itera 
tions: (i) the prosthetic device is moved to the one or more 
locations by a combination of Subsequent automatic control 
of the prosthetic device and subsequent subject control of the 
prosthetic device, wherein the subsequent subject control of 
the prosthetic device is based on the Subsequent set of tuning 
parameters generated immediately prior to the Subsequent 
Subject controlled movement iteration in question and a Sub 
sequent set of one or more activity parameters, such as Sub 
sequent firing rate, of each of the units measured during the 
Subsequent Subject controlled movement iteration in ques 
tion; and (ii) a new Subsequent set of the one or more tuning 
parameters is generated based on at least the Subsequent sets 
of one or more activity parameters, such as the Subsequent 
firing rates. 

Preferably, the one or more subsequent subject controlled 
movement iterations comprises a plurality of subsequent Sub 
ject controlled movement iterations, wherein a proportion of 
the Subsequent automatic control as compared to the Subse 
quent Subject control in each of the Subsequent Subject con 
trolled movement iterations decreases with each Successive 
one of the Subsequent Subject controlled movement itera 
tions. Also preferably, in a last one of the Subsequent Subject 
controlled movement iterations, the amount of the Subsequent 
automatic control is zero. In addition, the one or more tuning 
parameters for use in the algorithm preferably comprise the 
new Subsequent set of the one or more tuning parameters 
generated during a last one of the Subsequent Subject con 
trolled movement iterations that is performed. 

The invention also provides another embodiment of a 
method of generating one or more tuning parameters for use 
in an algorithm that generates positional information used to 
generate movement commands for controlling a robotic pros 
thetic device based on firing rates of a plurality of units of a 
Subject, wherein each unit is associated with one or more 
neurons of the Subject, and wherein the one or more tuning 
parameters describe how the firing rates are modulated with 
velocity. The method in this embodiment includes for each of 
a number of trials, collecting: (i) an average firing rate of each 
of the units during each of a number of movement segments 
of the prosthetic device, and (ii) a plurality of target move 
ment vectors during the number of movement segments of the 
prosthetic device, wherein each of the target movement vec 
tors represents a normalized displacement of the prosthetic 
device from an initial state to a target state during the associ 
ated movement segment. The method further includes gener 
ating the one or more tuning parameters based on the average 
firing rates collected in each of the number of trials and the 
target movement vectors collected in each of the number of 
trials. 

The generating may comprise estimating a plurality of 
coefficients using the average firing rates and the target move 
ment vectors and obtaining the one or more tuning parameters 
from the plurality of coefficients, wherein the plurality of 
coefficients comprise for each unit a baseline firing rate and a 
vector in the preferred direction of the unit, the vector having 
a modulation depth as its magnitude. Furthermore, the esti 
mating may comprise estimating the plurality of coefficients 
by inputting the average firing rates and the target movement 
vectors into a multiple linear least-squares regression. 
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4 
Preferably, the one or more tuning parameters comprise, 

for each unit, a baseline firing rate, a preferred direction 
vector and a modulation depth. According to a further 
embodiment, the invention provides a method of training a 
Subject to use a system including a robotic prosthetic device 
wherein the system employs an algorithm that generates posi 
tional information used to generate movement commands for 
controlling the prosthetic device based on activity param 
eters, such as firing rates, of a plurality of units of the Subject, 
each unit being associated with one or more neurons of the 
subject. The method includes moving the prosthetic device 
over a period of time to a plurality of target locations based on 
a combination of automatic control of the prosthetic device 
and subject control of the prosthetic device, wherein the sub 
ject control is based on a plurality of movement commands 
generated by the algorithm based on measured activity 
parameters, such as firing rates, of the units and one or more 
tuning parameters describing how the activity parameters are 
modulated with Velocity, and decreasing a proportion of the 
automatic control as compared to the Subject control over the 
period of time. The automatic control may include applying a 
deviation gain to a movement component of the Subject con 
trol. In addition, movement perpendicular to a target direction 
may be weighted by a deviation gain between 0 and 1, the 
target direction being an instantaneous direction from a cur 
rent endpoint position of the prosthetic device to a current 
target position of the prosthetic device. The automatic control 
may further include applying attraction assistance based on a 
vector toward a target position of the prosthetic device. In one 
specific embodiment, the application of the deviation gain 
results in a deviation gain movement component, and the 
automatic control further comprises applying attraction assis 
tance to the deviation gain movement component by mixing 
the deviation gain movement component with a vector toward 
a target position of the prosthetic device. 
The prosthetic device may include a selectively openable 

and closable gripping element. In this embodiment, the algo 
rithm may further generate information used to generate com 
mands for opening and closing the gripping element based on 
the activity parameters, such as firing rates, wherein the Sub 
ject control includes a movement component and a gripping 
component, and wherein the automatic control comprises 
separately modifying the movement component and the grip 
ping component. The modifying of the gripping component is 
preferably based on a desired action for the gripping element. 

In another embodiment, the invention provides a method of 
using a system including a robotic prosthetic device, wherein 
the system employs an algorithm that generates positional 
information used to generate movement commands for con 
trolling the prosthetic device based on activity parameters of 
a plurality of units of the subject. The method includes cali 
brating the robotic prosthetic device by generating one or 
more tuning parameters for use in the algorithm (the one or 
more tuning parameters describe how the activity parameters 
are modulated with velocity), wherein the calibrating 
includes allowing the user to move the prosthetic device to a 
plurality of target locations in a physical interaction environ 
ment. The method further includes training the user to use the 
prosthetic device by allowing the user to control movement of 
the prosthetic device in the physical interaction environment 
using the algorithm. Finally, following the calibrating and 
training steps, the method includes allowing the user to freely 
control movement of the prosthetic device in the physical 
interaction environment using the algorithm. 

In still another embodiment, the invention provides a 
method of enabling a subject to control a robotic prosthetic 
device having a plurality of functional portions, each func 
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tional portion being associated with a corresponding degree 
of freedom of movement of the robotic prosthetic device. The 
method includes measuring a set of one or more activity 
parameters of each of a plurality of units of a Subject, each 
unit being associated with one or more neurons of the Subject, 
and predicting the Subjects intended movement of the pros 
thetic device by employing a real-time extraction algorithm to 
generate a normalized movement vector based on at least 
each measured set of one or more activity parameters, 
wherein the normalized movement vector has a plurality of 
dimensions, each dimension having one or more movement 
components and being associated with the degree of freedom 
of a corresponding one of the functional portions. The method 
further includes, for each of the dimensions of the normalized 
movement vector, Scaling the one or more movement com 
ponents thereof using a scaling factor to convert each of the 
one or more movement components of the dimension into a 
corresponding scaled movement component having units 
appropriate for describing the movement of the one of the 
functional portions with which the dimension is associated, 
wherein the units of at least one of the dimensions are differ 
ent than the units of at least another of the dimensions, and 
generating commands for controlling movement of the pros 
thetic device based on each scaled movement component of 
each of the dimensions. 

Therefore, it should now be apparent that the invention 
Substantially achieves all the above aspects and advantages. 
Additional aspects and advantages of the invention will be set 
forth in the description that follows, and in part will be obvi 
ous from the description, or may be learned by practice of the 
invention. Moreover, the aspects and advantages of the inven 
tion may be realized and obtained by means of the instrumen 
talities and combinations particularly pointed out in the 
appended claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying drawings illustrate presently preferred 
embodiments of the invention, and together with the general 
description given above and the detailed description given 
below, serve to explain the principles of the invention. As 
shown throughout the drawings, like reference numerals des 
ignate like or corresponding parts. 

FIG. 1 is a schematic diagram of the set-up that was used 
during development of the methodology described herein; 
and 

FIG. 2 is a timeline of each trial performed using the set-up 
of FIG. 1 divided into functional epochs. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

The present invention provides a methodology for using 
cortical signals to control a multijointed prosthetic device for 
direct real-time interaction with the physical environment, 
including improved methods for calibration and training. As 
described in greater detail elsewhere herein, in order to 
develop and demonstrate the methodology of the present 
invention, two monkeys (monkey A and monkey P) were 
implanted with intracortical microelectrode arrays in their 
primary motor cortices. Each monkey used the signals to 
control a robotic arm to feed itself. In particular, to demon 
strate fully embodied control, the monkeys, using the set-up 
shown in FIG. 1 and described in more detail elsewhere 
herein, learned a task involving real-time physical interaction 
between a robotic prosthetic arm having a gripper, a food 
target, a presentation device (designed to record the targets 
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6 
3D location) and their mouth. Each monkey had its arms 
restrained and the prosthetic arm was positioned next to its 
shoulder (See FIG. 1). As discussed in more detail elsewhere 
herein, neuron spiking activity was used to control the 3-di 
mensional (3D) arm Velocity and the gripper aperture Velocity 
in real time. Food targets were presented at arbitrary posi 
tions. 
As shown in FIG. 2, the timeline of each trial was divided 

into functional epochs. A trial began with a piece of food 
being placed on the presentation device and the device moved 
to a location within the monkey's workspace to provide a 
reaching target (Presentation). The monkey often started 
moving the arm forward slowly before the presentation was 
complete. When the target was in place, the monkey started a 
directed reaching movement while simultaneously opening 
the gripper (Move A). Upon approach, the animal made Small 
homing adjustments to get the endpoint aligned with the 
target (Home A), and then closed the gripper while actively 
stabilizing the endpoint position (Loading). If loading was 
Successful, the monkey made a retrieval movement back 
toward the mouth while keeping the gripper closed (Move B), 
then made Small adjustments to home in on the mouth (Home 
B) and stabilized the endpoint while using its mouth to unload 
the food from the gripper (Unloading). A trial was considered 
Successful if the monkey managed to retrieve and eat the 
presented food. Each trial was followed by an inter-trial 
period while a new piece of food was prepared for presenta 
tion (Inter-trial). During continuous self-feeding, these task 
epochs had no meaning during the execution of the task, but 
rather were imposed afterwards for purposes of data analysis. 
In contrast, during training and calibration, described in more 
detail elsewhere herein, a real-time software module kept 
track of the task epochs based on button-presses by a human 
operator and based on distance of arm endpoint from the food 
target presentation device tip. During training, this real-time 
delineation of task epochs was used so that automated assis 
tance, also described in more detail elsewhere herein, could 
be applied differently during each task epoch depending on 
what aspect of the task the monkey was having difficulty with. 
During calibration, the delineation of task epochs was used so 
that firing rates collected during each task epoch could be 
regressed against appropriate behavioral correlates. 

Unlike short control windows used in previous studies, 
each monkey controlled the arm and gripper continuously 
during an entire session (not only during reaching and 
retrieval movements but also during loading/unloading and 
between trials). The task was challenging due to the posi 
tional accuracy required (about 5-10 mm from the target 
centre position at the time of gripper closing). The required 
accuracy for retrieval was much lower because the monkey 
could move its head to meet the gripper. 
The robotic arms that were used had five degrees of free 

dom (DOF): three at the shoulder, one at the elbow and one at 
the hand. Like a human arm, they permitted shoulder flexion/ 
extension, shoulder abduction/adduction, internal/external 
rotation of the shoulder and flexion/extension of the elbow. 
The hand consisted of a motorized gripper with the movement 
of its two “fingers' linked, providing proportional control of 
the distance between them. Monkeys were first trained to 
operate the arm using a joystick. Their own arms were then 
restrained and the prosthetic arm was controlled with popu 
lations of single- and multi-unit spiking activity from the 
motor cortex. The neural activity was differentially modu 
lated when food was presented at different target locations in 
front of the monkey. This modulation was used to represent 
velocity of the prosthetic arm’s endpoint (a point between the 
fingertips of the hand/gripper) as an expression of the inten 
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tion to move. The recorded signal was also used by the Subject 
to open and close the gripper as it grasped and moved the food 
to the mouth. The endpoint Velocity and gripper command 
were extracted from the instantaneous firing rates of simul 
taneously recorded units using a real-time extraction algo 
rithm. 
Many real-time extraction algorithms of varying complex 

ity have been developed in open-loop or closed-loop experi 
ments. A real-time extraction algorithm (the population vec 
tor algorithm) that functioned well in this paradigm is 
described in detail elsewhere herein. The population vector 
algorithm (PVA) that was used is similar to algorithms used in 
Some cursor-control experiments. It relies on the directional 
tuning of each unit (as used herein, the term unit shall refer to 
a group of one or more neurons of the Subject), characterized 
by a single preferred direction (PD) in which the unit fires 
maximally. The real-time population vector (PV) is essen 
tially a vector sum of the preferred directions of the units in 
the recorded population, weighted by the instantaneous firing 
rates of the units, and was taken here to represent four dimen 
sions—Velocity of the endpoint in an arbitrary extrinsic three 
dimensional Cartesian coordinate frame and aperture veloc 
ity between gripper fingers (fourth dimension). The endpoint 
Velocity was integrated to obtain endpoint position, and con 
Verted to a joint-angular command position, for each of the 
robotic arms four DOF, using inverse kinematics. DOF 
redundancy was solved by constraining elbow elevation in a 
way that resulted in natural-looking movements. The mon 
key's cortical command signal was decoded in Small time 
increments (30 ms), and as a result the control was effectively 
continuous and the animal was able to continuously change 
the speed and direction of arm movement and gripper aper 
ture. Details of the control algorithm are provided elsewhere 
herein. 
When the extraction algorithm was extended to include 

gripper control according to an embodiment of the present 
invention, a decision was made to treat gripper aperture 
velocity as a fourth dimension in the model driven by all units 
in the population. An alternative would have been to build a 
separate one-dimensional model driven by a Subset of units. 
The choice to include gripper as a fourth dimensionina single 
model was predicated on the hypothesis that units would 
exhibit both endpoint-tuning and gripper-tuning in different 
relative amounts per unit. This hypothesis was found to be 
true and, as a result, gripper control was independent of 
endpoint control. 

After the monkeys learned to operate the device with a 
joystick, as an intermediate step toward continuous self-feed 
ing, they performed an assisted brain-controlled task where 
the monkeys control was mixed with automated control. The 
types and amounts of assistance were configurable per task 
epoch. For example, during the Home A and Loading periods, 
the training program partially guided the endpoint toward the 
target by adding a vector pointing toward the target to the 
endpoint Velocity. Gripper opening was partially aided during 
Move A and Home A by adding a positive value to aperture 
Velocity and closing was aided during Loading by adding a 
negative value. Monkey Palso used another type of assistance 
where the amount of deviation from a straight line toward the 
target was limited by again factor. The relative proportion of 
all types of automated assistance in the overall control signal 
was reduced over several weeks until both the arm endpoint 
movement and gripper were controlled purely by the mon 
key's cortical command. Full details of the preferred assisted 
control paradigm are provided hereinbelow. 

Furthermore, the preferred extraction algorithm is depen 
dent on accurate estimates of the recorded units’ tuning prop 
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8 
erties. At the beginning of each day, the tuning properties 
were estimated in a calibration procedure that did not require 
the monkey to move its arm. Because motor cortical units 
modulate their firing rates when the Subject watches auto 
matic task performance, an assisted task paradigm, described 
in more detail elsewhere herein, was used for calibration (as 
described above and below, the same paradigm was used 
during training). During the first iteration of four trials (one 
Successful trial per target location), the monkey watched the 
automated performance of reach, grip and retrieval and then 
received the food. A trial was cancelled if the monkey did not 
appear to pay attention. Modulation evident during the first 
iteration was used get an initial estimate of each units tuning 
properties. During the next iteration, these initial estimates 
were used by the extraction algorithm to generate a signal that 
was mixed with the automated control. Tuning parameters 
were re-estimated at the end of each iteration while gradually 
decreasing the automated contribution until both arm move 
ment and the gripper were fully controlled by the monkey's 
cortical activity. 

FIG. 1 is a schematic diagram of the actual set-up that was 
used in the experimentation and development just described. 
Intracortical microelectrodes 2 were implanted in the proxi 
malarm region of the primary motor cortex 4 of each monkey 
6. Spike signals from units were acquired through the micro 
electrodes 2 using a 96-channel Plexon MAP system 10 
(Plexon Inc., Dallas, Tex., USA). Monkey P had 4 microwire 
arrays in each hemisphere. The arrays consisted of 16 teflon 
coated tungsten wires, each with a diameter of 50 um, 
arranged in a 2x8 grid with 300 um spacing. All 64 channels 
from the right hemisphere and 32 of the 64 from the left were 
connected for recording at any one time. Monkey A was 
implanted with a Utah array (Cyberkinetics, Inc., Foxbor 
ough, Mass., U.S.A.) in the right hemisphere, consisting of a 
10x10 grid of electrodes with 400 um spacing and a shank 
length of 1.5 mm. Out of the 100 electrodes on the Utah array, 
96 were wired for recording and the remaining 4 were uncon 
nected. The number of units typically isolated each day was 
20-50 for monkey P (mostly from the right hemisphere, the 
left hemisphere typically yielded only a few or no channels 
with spiking activity that could be isolated). Of the 20-50 
isolated units for monkey P, 10-30 were typically used for 
control. For monkey A, 150-180 units were isolated from the 
right hemisphere with 60-120 used for control. Spikes were 
sorted using the box-sorting and PCA methods in Plexon’s 
SortClient software (a part of their Rasputin package). Most 
of the sorted units were multi-unit clusters and some were 
single units. 
Two different prosthetic arms 12 were used over the course 

of the experiments. Monkey P used a custom-made anthro 
pomorphic arm from Keshen Prosthetics (Shanghai, China). 
Monkey A used a standard WAM arm with a shortened upper 
arm link from Barrett Technology Inc. (Cambridge, Mass., 
U.S.A.). The two different prosthetic arms 12 arms were 
functionally equivalent for the purpose of the experiments. 
The general shape and degrees of freedom of both arms 12 
resembled that of a human arm. Both arms 12 used DC motors 
embedded in the arm 12 to actuate four axes: shoulder flexion, 
shoulder abduction, shoulder rotation and elbow flexion. The 
motors were servo-controlled by a servo-controller 14 in joint 
angular position PID mode using feedback from optical 
encoders (a National Instruments FW-7344 controller was 
used for the Keshen arm, whereas the Barrett arm came with 
its own Linux-based controller). Command updates were sent 
to the controller 14 from a computer system 16 every 30 ms. 
These command updates were computed from the monkey's 
cortical activity using the preferred extraction algorithm 
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described elsewhere herein in the form of a Cartesian end 
point position, which was converted to joint angular positions 
by the robot control software. At some point during the 
experimentation, the Keshen arm was replaced with the Bar 
rett arm for better mechanical stability after it was learned that 
the gear-driven mechanism of the Keshen arm was subject to 
play between the gears, resulting in free movement of the 
joints, even when the motor was not moving. This resulted in 
undesirable oscillatory deviations from the command posi 
tion. The Barrett arm, on the other hand, is cable-driven, 
resulting in minimal play between the motors and the output 
shaft. The Barrett arm was able to follow the command posi 
tion accurately. The Barrett arms maximal speed at the end 
point was 2000 mm/s. 

In addition to the four proximal joints, each arm 12 was 
fitted with a motorized two-fingered gripper 18 with a cus 
tom-made controller. The two fingers of the gripper 18 were 
mechanically linked so that a single motor moved both simul 
taneously, providing a single DOF offinger aperture control. 
Thus, the total DOF of the robotic system was 5 (4 for the arm 
and 1 for the gripper), but only 4 DOF were independently 
controlled using cortical signals (3 for the arm endpoint posi 
tion and 1 for the gripper). 

Since the control signal for the arms 12 was based on 
inherently noisy instantaneous firing rates, a Smoothing filter 
(see eq. 2 hereinbelow) was used in the preferredextraction 
algorithm to produce areasonably smooth control signal. The 
filter coefficients that were used were changed from time to 
time for each arm 12: a 5 sample filter, hk=0.2,0.2,0.2,0.2, 
0.2 was typically used for monkey A and an 11-sample filter 
hk=0.013, 0.039, 0.078, 0.123, 0.159, 0.173, 0.159, 0.123, 
0.078, 0.039, 0.013 for monkey P. The 5-sample filter was 
originally used with monkey P. but was switched to the 
11-sample filter to achieve Smoother movements. The main 
results from monkey P (i.e. continuous self-feeding) are from 
sessions where the 11-sample filter was used. Monkey A 
initially used the 11-sample filter, but was switched to the 
5-sample filter to reduce control delay. The main results from 
monkey A (i.e. continuous self-feeding) were from Sessions 
where the 5-sample filter was used. For monkey A, the 
5-sample filter provided sufficient smoothing because the 
population vector was less noisy due to the much higher 
number of recorded units compared to monkey P. 
An important characteristic of a real-time control system is 

the delay between input and output, i.e. how long does it take 
before a change in the input signal is reflected in the output. 
The control delay can be sub-divided into system delay and 
memory delay. System delay is how long it takes to acquire a 
sample of the input signal, compute the output, and effect the 
output. Memory delay is a result of memory states in the 
control algorithm (i.e. the Smoothing filters in the extraction 
module and the robot controller). System delay in the present 
embodiment was ~60 ms, consisting of spike counting delay 
(15 ms), Software system delay (~15 ms, measured using 
pulses at input and output that were timed by hardware) and 
mechanical delay (~30 ms). Memory delay in the present 
embodiment was 90 ms, consisting of EM filtering delay (60 
ms for the 5-sample filter) and WAM command filtering delay 
(30 ms). Therefore the total control delay in the present 
embodiment was ~60+90=~150 ms. 

In order to get accurate measurements of the food target 
location in 3D space, food targets 20 were placed on the tip of 
a rigid device 22 that had infra-red emitting optical tracking 
markers on it. The markers were tracked using an Optotrak 
3020 system (Northern Digital Inc, Waterloo, Ontario, 
Canada). The tip location was calculated from the marker 
locations using trigonometry. 
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10 
The robot control module (RCM), a custom software mod 

ule executed by the computer 16 and in charge of communi 
cating with the robot controller 14, received a command from 
the extraction module (described elsewhere herein) every 30 
ms. The RCM served the following functions: (1) apply auto 
matic assistance and mix it with the cortical command as 
described elsewhere herein; (2) during training, allow the 
human operator to override gripper control using button 
presses on a control pad; (3) apply workspace limits (de 
scribed below); and (4) calculate joint angular command for 
the robot controller from the endpoint command. 

Workspace limits for monkey P were -1 mm (backward) to 
201 mm (forward) for the x-dimension, -81 mm (lower) to 71 
mm (upper) for the y-dimension, and -81 mm (left) to 71 mm 
(right) for the z-dimension. For monkey A, the limits were 
-20 mm (backward) to 210 mm (forward) for the x-dimen 
sion, -150 mm (lower) to 210 mm (upper) for the y-dimen 
sion, and -150 mm (left) to 150 mm (right) for the Z-dimen 
S1O. 

As noted above, joint angles were calculated using an 
inverse kinematics algorithm. There were 3 degrees of free 
dom (DOF) to the Cartesian endpoint position (x, y and Z) 
while the robot arm 12 had 4 DOF (angular position of each 
joint). In order to constrain the extra DOF, the concept of 
Swivel angle was used. Swivel angle specifies how high the 
elbow is raised, defined as the angle between two planes: (1) 
the plane passing through the arm 12's endpoint, shoulder and 
elbow, and (2) the vertical plane passing through the endpoint 
and the shoulder. T. Kang, J. P. He, and S. I. Helms Tillery, 
"Determining natural arm configuration along a reaching tra 
jectory.” Exp Brain Res 167(3), 352 (2005), describes an 
algorithm that uses an energy minimization approach for 
finding a Swivel angle, resulting in natural arm movements. 
For computational simplicity, and based on the observation 
that Swivel angles calculated using the Kang et al. algorithm 
did not vary much within our limited workspace, a version of 
inverse kinematics with the swivel angle set to a constant 30 
degrees was used, resulting in fairly natural-looking arm 
moVementS. 

As a special case in a limited number of trials, for the 
continuous self-feeding task by monkey P. gripper control 
was implemented as a dependent degree of freedom con 
trolled by the endpoint movement command signal based on 
a displacement threshold. The idea was to open the gripper 
when it moved forward to prepare it for gripping a target, and 
to close it whenever it was stabilized (designed on the 
assumption that the Subject would stabilize it at the target). 
Whenever the total x-displacement (i.e. forward movement) 
within the latest 600 ms exceeded 50 mm, the gripper was 
opened. Whenever the path length in the x-dimension within 
the last 600 ms was below 20 mm, the gripper was closed. An 
additional closing criterion was based on backward move 
ment, so that the gripper would close when the Subject 
retracted the arm back toward its body without having loaded 
anything into the gripper. Whenever the X-displacement 
within the last 600 ms exceeded -20 mm, the gripper was 
closed. This gripper control algorithm was not used for mon 
key A, because monkey A used its cortical activity to control 
the gripper directly as an independent 4-th dimension as 
described in more detail elsewhere herein. 
As discussed elsewhere herein, the endpoint velocity and 

gripper command for the arm 12 were extracted from the 
instantaneous firing rates of simultaneously recorded units 
using a real-time extraction algorithm. According to one par 
ticular embodiment of the present invention, the algorithm 
used to extract an arm control signal from the real-time stream 
of neural data was a version of the population vector algo 
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rithm (PVA). Specifically, given a population of N units 
(i-1,2,3,..., N, each being eithera single unit or multi-unit 
cluster) that fired c.In spikes during discrete time step n (i.e. 
between time t, and time t, where Att-t- 30 ms), an 
“instantaneous' firing rate, fin, for each unit was calculated: 

(eq. 1) 

The firing rate was Smoothed using a finite impulse 
response (FIR) filter, hk: 

W (eq. 2) 

where W was the number of filter coefficients (actual values 
used for the coefficients during experimentation are described 
hereinabove). The Smoothed firing rate, Sn, was normalized 
using each unit's baseline rate, b, and modulation depth, m, 
(these parameters are obtained during calibration as 
described hereinbelow): 

(eq. 3) 

The population vector, u(n), was obtained as the vector sum 
of preferred directions, p, (also obtained during calibration), 
weighted by the normalized firing rates, rn: 

(eq. 4) Ayr npi i is 
N i=l 

tin = 

where N, was the number of dimensions in p, and un). 
Scaling by 1/N, in eq. 4, kept the population vector in a 
normalized range and Scaling by Nikept its magnitude from 
decreasing as N, was increased over the course of training 
(described below). The preferred direction vectors, p. and 
the population vector, un), have components for each of the 
degrees of freedom of the prosthetic device that are being 
controlled. The fact that the components of p, and unare in 
normalized space, allows heterogenous degrees of freedom 
Such as endpoint Velocity and gripper aperture Velocity (and, 
for example, wrist angular Velocity in future applications) to 
be predicted together as part of a single vector. To convert 
each component from normalized space to a space with 
appropriate units, it is multiplied by a scaling factor. In the 
experiments described here, the vectors were four-dimen 
sional (No. 4) and the components were p={p, pi p-i-pa) 
and unl={u, In, un), un], un. The first three compo 
nents of un) were interpreted as endpoint velocity, 

where un-ku, In unlun, k, was a speed constant 
to convert the endpoint components of the population vector 
from a normalized range to a physical velocity (typically, 100 
to 250 mm/s) and k. was a constant drift correction term 
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12 
(typically, the X-component was -15 to -40 mm/s, and the 
other components Zero). For monkey A, on Some days, the 
magnitude of v.In was scaled by a piecewise polynomial 
non-linear speed gain function to allow faster reaching while 
not sacrificing stability at low speeds. The last component of 
un) was interpreted as the Velocity of the gripper aperture, 

vefn-kellefnitka, (eq. 6) 

where k was a speed constant to convert the gripper com 
ponent of the population vector from a normalized range to a 
suitable command value (typically, 4 to 6 s), and k was a 
constant drift correction term (typically 0.5 to 0.7 s'). The 
extracted Velocities were integrated to obtain command posi 
tion for endpoint, 

and gripper aperture (a unitless quantity where 0 means fully 
closed and 1 means fully open), 

-> 

p|n) and an were sent as commands to the robot control 
Software (except when gripper control had not yet been 
implemented, p.In was sent withoutan). p.In was inter 
preted as a vector in an arbitrary cartesian coordinate system 
with an origin and orientation that were fixed relative to the 
robot arms base. The monkey was positioned next to the arm 
so that its mouth was at the coordinate system origin when the 
head was pointing directly forward. 
The drift correction terms in equations 5 and 6 were nec 

essary because an offset in endpoint Velocity and gripper 
aperture velocity is caused by estimation error in baseline 
firing rate parameters, b. The estimation erroris due to asym 
metry in the task (monkey is more motivated on retrieval 
movements than reaching movements), deviation from the 
cosine tuning model that is implicitly assumed by the cali 
bration model below (actual firing rates do not modulate 
equally above and below baseline rate) and, noise in firing 
rates. 

As can be seen from the equations above, the extraction 
algorithm relied on the parameters b, (baseline firing rate), m, 
(modulation depth) and p, (preferred direction), collectively 
called tuning parameters, that describe how each unit modu 
lates its firing rate with arm Velocity. These parameters had to 
be calibrated before prosthetic control could be performed. In 
this section, Greek symbols are used (as opposed to Latin 
ones in the previous section), to help distinguish the variables 
used in parameter calibration from variables used in read 
time command extraction. For example, (p in parameter esti 
mation (calibration) refers to an average firing rate over a 
whole movement period as defined below, but fin real-time 
extraction refers to an “instantaneous' firing rate. It has been 
shown that the firing rate, p, of a unit in the proximalarm area 
of the primary motor cortex during natural reaching in 3D 
space can be approximated by the model, 

-e 

where U ={u, u, u} is arm endpoint velocity, f is the 
-e 

baseline rate and f ={B, B, B} is a vector in the unit's 
preferred direction with the modulation depth as its magni 
tude. This equation has a form Suitable for linear regression, 
allowing the tuning parameters to be estimated easily using 
data collected during natural arm movement. However, if the 
technology described herein is to be used for paralyzed per 
Sons or amputees, natural arm movement cannot be used. 
Furthermore, it has been shown that tuning parameters esti 
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mated from natural arm movement are not optimal for brain 
controlled movement. In this embodiment of the present 
invention, a variation of eq. 9 is used. This variation works 
without natural arm movement and also adds a component for 
the gripper: 

This model had the same form as eq9, but the key distinction 
-e 

was that rather than using the Velocity of the natural arm (u 
of eq. 9), it used a target displacement vector 
-e 

Ö (88.8.8), that represented the normalized dis 
placement from the prosthetic arms initial state, 
-e -e 

C of Coyo-Coyogi). tO the target State, C ty try Cry: 
C.C., during the j-th segment of movement: 

. 11 ... A }. where (eq ) 

A = Avi Ay, Ag Ag} = Sri-Sof, and (eq. 12) 

D is a normalization constant to rescale the magnitude of the 
X, y and Z components so that all components would have a 
normalized range of roughly -1 to 1 (the gripper component 
was in that range without rescaling). The value of D was 
chosen arbitrarily as 220.3 mm (a fixed value representing the 
approximate distance from mouth at which targets were pre 

-e 

sented). In monkey P's experiments, 8, was defined as a unit 
-e 

vector in the same direction as A. (p., was the firing rate of 
unit i, averaged over the j-th segment of movement. Firing 

rates, p, and target movement vectors, s collected over a 
number of movement segments over a number of trials (see 
the calibration procedure sections below), were input into 
multiple linear least-squares regression to estimate the b-co 
efficients of eq. 10 (the regression is performed indepen 
dently for each unit, i). Finally, the tuning parameters used by 
the extraction algorithm were obtained from the b-coeffi 
cients: 

bi = foi, (eq. 13) 

m; = |f|, where B = A, B, B., B}, and (eq. 14) 

rt - B. (eq. 15) 
p; = --. 

In one embodiment, to calibrate the tuning parameters, an 
iterative process was used, where initial estimates were based 
on observation-related activity. The monkey watched the arm 
automatically perform 4 successful trials consisting of reach 
ing, loading and retrieval of a food piece from each of 4 
locations in random order (lower-left, lower-right, upper-left 
and upper-right). The mean firing rate, p, for each unit, i, and 

-e -e 

values for , and were collected for each segment of 
movement, j=1,2,3,..., J., where J refers to the number of 
movement segments collected periteration of the calibration 
procedure (there is one iteration per repetition of the task, as 
described in the assisted control paradigm section below). 
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-e 

The initial arm state, was defined as the actual arm state 
at the beginning of the j-th movement segment. Target arm 
State, t had a pre-defined value for each task epoch as 
shown in Table 1 below. 

TABLE 1 

Task Epoch 1 = 1st 
Move A t, 1 
Home A t, 1 
Loading t, O 
Move B O 
Home B O 
Unloading O 

-e 

Intable 1. FC.C.C) refers to the endpoint com 
-e -e -e 

ponent of C is the gripper component of . , t , is the 
actual location of the presented food target (based on optical 
tracking of the presentation device) at the beginning of move 

-e 

ment segment, j u is the nominal location of the monkey's 
mouth. Agripper value of 1 represents maximal aperture, and 
0 represents a closed gripper. 

There were 6 segments per trial, one per task epoch (Move 
A, Home A. Loading, Move B. Home B, and Unloading), i.e. 
J=6x4–24 for 4 trials. Tuning parameters were estimated 
from the collected data as described by equations 10-15. 
These initial parameters were then used by the extraction 
module (EM) (i.e., the software implementing the extraction 
algorithm described herein) to provide the monkey with par 
tial control during the next iteration. During each iteration, 
another 4 trials worth of data were collected, with one suc 
cessful movement cycle to each of the four locations (data 
from unsuccessful trials was not used). At the end of each 
iteration k, the cumulative data set, j={1,2,3,..., Jk, was 
used to refine the tuning parameter estimates, the EM was 
updated with the new parameters to provide the monkey with 
better control, and the proportion of automated control 
decreased. Units with a modulation depth less than a cut-off, 
m,<M, and units with their r-value (from regression) less 
than 0.1, were excluded from the population vector (M. was 
typically 4 Hz). A total of 4 iterations of the calibration 
procedure were typically performed at the beginning of a 
daily session, and the final estimated tuning parameters were 
used by the EM for the remainder of the day. 
A different calibration procedure was used when gripper 

control had not yet been implemented in the extraction algo 
rithm. This procedure (referred to as procedure B) was used 
for all of monkey P's experiments, and for the first phase of 
monkey A's experiments. The key difference was that in the 
other procedure (referred to as procedure A), data for estimat 
ing tuning parameters was collected during (at least partially) 
automated movement of the arm, but in procedure B, the 
movement was not automated while the data were collected. 
The fact that successful calibration was achieved with this 
procedure meant that observation of Successful movement 
was not required for the subject to produce directionally 
modulated activity. In this procedure, the initial tuning 
parameters were set to arbitrary initial values (p, WaS al 
dom, b, was set to 10 Hz, and m, to 50 Hz for all units). Data 
fortuning parameter estimation was collected during Move A 
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and Move B while the arm was controlled completely by the 
EM's output. Because of the arbitrary initial settings of the 
tuning parameters, during the first iteration, the movement 
velocity was unrelated to the animals intention, but direc 
tionally modulated activity was assumed to be present. Move 
A and Move B ended after a brief timeout (0.5-1 s), and 
proceeded to Home A or Home B, respectively. Arm move 
ment during Home A. Loading, Home B and Unloading was 
completely automated. A trial was labelled “successful’, as 
long as the animal appeared to be paying attention during both 
Move A and Move B. At the end of each iteration of the 
procedure, tuning parameters were estimated based on equa 
tions 10-15 (with the gripper component removed from each 
respective vector), and the new parameters were applied to 
real-time control during the next iteration. After each iteration 
of calibration, the monkey's control improved and the pre 
ferred directions quickly converged on their final values. 
Units with a modulation depth less than a cut-off, m,<M, 
were excluded from the population vector (M was typically 
4 Hz). Unlike in the other calibration procedure, an r cut-off 
was not used here. Each iteration consisted of 3 successful 

trials where each trial was a full movement cycle to one of 4 
fixed target locations (the iterations in this version of the 
calibration procedure were not aligned with repetitions of the 
task, see the assisted control paradigm section). Food target 

-e 

presentation location, t , in this version of the procedure, 
was defined as the nominal location (because the actual loca 
tion was not known, since the presentation device had not yet 
been implemented). 

According to an aspect of one embodiment of the present 
invention, during training and calibration, a paradigm of 
assisted control is used, whereby automated control is mixed 
with the Subjects cortical control. During training, the pur 
pose of this assistance is to shape the Subject’s behaviour by 
operant conditioning. By gradually decreasing automated 
assistance over a series of days, it is possible to keep each task 
epoch at an appropriate level of difficulty, so that the subject 
will stay motivated and improve. During calibration, the pur 
pose of the assistance is to provide a behavioural template for 
the Subject to produce modulated neural activity. During 
experimentation, to apply the correct type and amount of 
assistance at each task epoch, the robot control Software kept 
track of task epochs in real time. At each 30 ms time step when 
the robot control module (RCM) received a command from 
the EM, it applied three types of assistance that were com 
bined in configurable proportions per task state. Assistance 
was applied separately to p.In). the movement component of 
the monkey brain control command, and an, the gripper 
component. Deviation gain was applied to pen, resulting in 
-> 

pen whereby movement perpendicular to the target direc 
tion was weighted by a “deviation gain” between 0 and 1. 
Target direction was defined as the instantaneous direction 
from the current endpoint position to the current target (the 
target was at the mouth for retrieval moves). This results in 
partially assisted 3D control where it was more difficult to go 
in the wrong direction than in the correct direction. A devia 
tion gain of 0 would result in the endpoint being able to move 
only along a line between the mouth and the target whereas a 
deviation gain of 1 would result in full 3D control. 
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Attraction assistance was applied to obtain the effect of 

"attracting the endpoint toward target by mixing pIn with 
a vector toward the target in (eqs. 16-18). 

Pbcn = (eq. 16) 
pian - 1) + (pen-pian - 1): MovementBCGain 

lic (eq. 17) 
Attraction Vectorn = (in - Pbcn ) : Attraction Speed: At (in-pin) 

pian) = p(n) + Attraction Vectorn: (1 - MovementBCGain) (eq. 18) 

pain) was used to move the robot arm 12. The values of 
MovementBCGain ranged from 0 (full automatic control) to 
1 (full monkey control). AttractionSpeed was essentially a 
configurable constant, but as the monkey moved the arm 12 
closer to the target, AttractionSpeed became slower, to pre 
vent overshooting the target. 

Gripper assistance consisted of 2 steps: calculating an 
assisted gripper commandagn, and combining it with the 
extraction module's gripper commandan from eq8. 

agfn1 =agfn-1+GripperAssistVelocity* At (eq. 19) 

afn/-afn GripperBCGain+ag(n) (1-GripperB 
CGain) (eq. 20) 

GripperAssistVelocity had a magnitude of GripperAS 
sistSpeed and a sign determined by the desired action for the 
gripper (opening or closing). Gripper AssistSpeed was usu 
ally constant within each session based on pre-set configura 
tion, with a typical value of 3 s. an] was used to control 
the gripper. 

Targets in the assisted training and calibration tasks were 
presented at 4 fixed positions for the 3D and 4D task, 2 fixed 
positions for the 2D training phase, and one fixed position for 
the 1D training phase. At the beginning of each trial, one of 
the fixed targets was chosen by the behavioural control soft 
ware and displayed on a screenvisible to the trainer, but not to 
the monkey (the screen was behind the monkey and slightly to 
the monkey's left). The trainer then presented the food at the 
approximate corresponding spatial location in the workspace. 
The fact, that the actual presented location did not exactly 
match the ideal target location did not matter because the only 
purpose of using the computer program to select targets was 
to keep a balanced distribution of presentations at the cat 
egorical locations (lower-left, lower-right, upper-left or 
upper-right). Trials were grouped into repetitions, so that at 
the beginning of each repetition, all targets were placed on a 
“to be attempted' list. For each trial, a target was randomly 
chosen from the list. If the trial was successful, the target was 
removed from the list. If the trial was unsuccessful, it 
remained on the list. At the beginning of the next trial, a new 
target was randomly chosen from the list. After three unsuc 
cessful attempts at a given target, the target was removed from 
the list to keep the monkey motivated. When no targets 
remained on the “to be attempted list, the repetition was over 
and a new one began. For example, during 4D or 3D control, 
this meant that a repetition could consist of 4 to 12 trials (4 if 
each target Successful on first try, 12 if three attempts made at 
each target, or Some number in between). This procedure 
helped to make sure that there would be one successful trial 
per target location per repetition, to keep the data balanced 
during a calibration procedure. It also ensured that if there 
was a particular target that the monkey consistently failed on 
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during training, then that target would end up being presented 
more times than the other targets, giving the monkey more 
practice at that target. During monkey P's experiments, the 
presentation device had not yet been implemented, so the 
exact location of presentation was not known. However, the 
human presenter learned to be accurate because in the 
assisted task, the endpoint was automatically homed in on the 
ideal target location, giving the presenter feedback on the 
accuracy of their presentation. 

Thus, the present invention provides a methodology for 
using cortical signals to control a multi jointed prosthetic 
device for direct real-time interaction with the physical envi 
ronment. As discussed in detail herein, the invention provides 
a real time extraction algorithm that provides for control of 4 
DOFs based on spiking activity of a number of units of the 
Subject. In addition, the invention provides improved meth 
ods for calibration to determine appropriate tuning param 
eters for use by the extraction algorithm and training that 
preferably employ an assisted control paradigm. 

While preferred embodiments of the invention have been 
described and illustrated above, it should be understood that 
these are exemplary of the invention and are not to be con 
sidered as limiting. Additions, deletions, Substitutions, and 
other modifications can be made without departing from the 
spirit or scope of the present invention. For example, and 
without limitation, direct prosthetic control based on firing 
rates of units is described. However, it should be understood 
that other activity parameters (other then firing rates) may 
also be used, such as, without limitation, a power level in a 
local field potential for each unit. Accordingly, the invention 
is not to be considered as limited by the foregoing description 
but is only limited by the scope of the appended claims. 
What is claimed is: 
1. A method of generating one or more tuning parameters 

for use in an algorithm that generates positional information 
used to generate movement commands for controlling a 
robotic prosthetic device based on activity parameters of a 
plurality of units of a Subject, each unit being associated with 
one or more neurons of the Subject, said one or more tuning 
parameters describing how said activity parameters are 
modulated with Velocity, the method comprising: 

automatically moving said prosthetic device to one or more 
locations; 

measuring a first set of one or more activity parameters of 
each of said units during said step of automatically mov 
ing: 

generating a first set of said one or more tuning parameters 
based on at least said first sets of one or more activity 
parameters; 

performing a first Subject controlled movement iteration 
wherein: (i) said prosthetic device is moved to said one 
or more locations by a combination of first automatic 
control of said prosthetic device and first subject control 
of said prosthetic device, wherein said first subject con 
trol of said prosthetic device is based on a set of move 
ment commands generated from positional information 
generated by said algorithm based on said first set of said 
one or more tuning parameters and a second set of one or 
more activity parameters of each of said units measured 
during the first subject controlled movement iteration; 
and (ii) a Subsequent set of said one or more tuning 
parameters is generated based on at least said second 
sets of one or more activity parameters. 

2. The method according to claim 1, further comprising 
performing one or more Subsequent Subject controlled move 
ment iterations, wherein in each of the Subsequent Subject 
controlled movement iterations: 
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(i) said prosthetic device is moved to said one or more 

locations by a combination of Subsequent automatic 
control of said prosthetic device and Subsequent Subject 
control of said prosthetic device, wherein said subse 
quent Subject control of said prosthetic device is based 
on the Subsequent set of tuning parameters generated 
immediately prior to the Subsequent Subject controlled 
movement iteration in question and a Subsequent set of 
one or more activity parameters of each of said units 
measured during the Subsequent Subject controlled 
movement iteration in question; and 

(ii) a new Subsequent set of said one or more tuning param 
eters is generated based on at least said Subsequent sets 
of one or more activity parameters. 

3. The method according to claim 2, wherein said one or 
more Subsequent Subject controlled movement iterations 
comprises a plurality of Subsequent Subject controlled move 
ment iterations, and wherein a proportion of the Subsequent 
automatic control as compared to the Subsequent Subject con 
trol in each of said Subsequent Subject controlled movement 
iterations decreases with each Successive one of said Subse 
quent Subject controlled movement iterations. 

4. The method according to claim3, wherein the proportion 
of the first automatic control as compared to the first subject 
control is greater than the proportion of the Subsequent auto 
matic control as compared to the Subsequent Subject control 
in each of said Subsequent Subject controlled movement itera 
tions. 

5. The method according to claim 4, wherein in a last one 
of said Subsequent Subject controlled movement iterations, an 
amount of the subsequent automatic control is zero. 

6. The method according to claim 5, wherein the one or 
more tuning parameters for use in said algorithm comprise 
the new Subsequent set of said one or more tuning parameters 
generated during a last one of said Subsequent Subject con 
trolled movement iterations that is performed. 

7. The method according to claim 3, wherein the one or 
more tuning parameters for use in said algorithm comprise 
the new Subsequent set of said one or more tuning parameters 
generated during a last one of said Subsequent Subject con 
trolled movement iterations that is performed. 

8. The method according to claim 1, wherein the activity 
parameters comprise firing rates. 

9. The method according to claim 2, wherein the activity 
parameters comprise firing rates. 

10. The method according to claim 1, wherein the activity 
parameters comprise power levels in a local field potential. 

11. The method according to claim 2, wherein the activity 
parameters comprise power levels in a local field potential. 

12. A method of generating one or more tuning parameters 
for use in an algorithm that generates positional information 
used to generate movement commands for controlling a 
robotic prosthetic device based on firing rates of a plurality of 
units of a Subject, each unit being associated with one or more 
neurons of the Subject, said one or more tuning parameters 
describing how said firing rates are modulated with Velocity, 
the method comprising: 

for each of a number of trials, collecting: (i) an average 
firing rate of each of said units during each of a number 
of movement segments of said prosthetic device, and (ii) 
a plurality of target movement vectors during said num 
ber of movement segments of said prosthetic device, 
wherein each of the target movement vectors represents 
a normalized displacement of the prosthetic device from 
an initial state to a target State during the associated 
movement segment; and 
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generating the one or more tuning parameters based on the 
average firing rates collected in each of the number of 
trials and the target movement vectors collected in each 
of the number of trials. 

13. The method according to claim 12, wherein said gen 
erating comprises estimating a plurality of coefficients using 
said average firing rates and said target movement vectors and 
obtaining said one or more tuning parameters from said plu 
rality of coefficients, wherein said plurality of coefficients 
comprise for each unit a baseline firing rate and a vector in the 
preferred direction of the unit, the vector having a modulation 
depth as its magnitude. 

14. The method according to claim 13, wherein said esti 
mating comprises estimating said plurality of coefficients by 
inputting said average firing rates and said target movement 
vectors into a multiple linear least-squares regression. 

15. The method according to claim 12, wherein said one or 
more tuning parameters comprise, for each said unit, a base 
line firing rate, a preferred direction vector and a modulation 
depth. 

16. A method of training a subject to use a system including 
a robotic prosthetic device, said system employing an algo 
rithm that generates positional information used to generate 
movement commands for controlling the prosthetic device 
based on activity parameters of a plurality of units of the 
Subject, each unit being associated with one or more neurons 
of the Subject, the method comprising: 
moving said prosthetic device over a period of time to a 

plurality of target locations based on a combination of 
automatic control of said prosthetic device and Subject 
control of said prosthetic device, wherein said subject 
control is based on a plurality of movement commands 
generated by said algorithm based on measured activity 
parameters of said units and one or more tuning param 
eters describing how said activity parameters are modu 
lated with velocity; and 

decreasing a proportion of said automatic control as com 
pared to said subject control over said period of time. 

17. The method according to claim 16, wherein the activity 
parameters comprise firing rates. 

18. The method according to claim 16, wherein the activity 
parameters comprise power levels in a local field potential. 

19. The method according to claim 16, wherein said auto 
matic control comprises applying a deviation gain to a move 
ment component of said Subject control. 

20. The method according to claim 19, wherein movement 
perpendicular to a target direction is weighted by a deviation 
gain between 0 and 1, said target direction being an instanta 
neous direction from a current endpoint position of said pros 
thetic device to a current target position of said prosthetic 
device. 

21. The method according to claim 19, wherein said apply 
ing a deviation gain results in a deviation gain movement 
component, wherein said automatic control further comprises 
applying attraction assistance to said deviation gain move 
ment component by mixing said deviation gain movement 
component with a vector toward a target position of said 
prosthetic device. 

22. The method according to claim 16, wherein said auto 
matic control comprises applying attraction assistance based 
on a vector toward a target position of said prosthetic device. 

23. The method according to claim 16, wherein said pros 
thetic device includes a gripping element moveable between 
an opened condition and a closed condition, wherein said 
algorithm further generates information used to generate 
commands for controlling movement of said gripping ele 
ment based on said activity parameters, wherein said subject 
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control includes a movement component and a gripping com 
ponent, and wherein said automatic control comprises sepa 
rately modifying said movement component and said grip 
ping component. 

24. The method according to claim 23, wherein said modi 
fying said gripping component is based on a desired action for 
said gripping element. 

25. The method according to claim 23, wherein the activity 
parameters comprise firing rates. 

26. The method according to claim 23, wherein the activity 
parameters comprise power levels in a local field potential. 

27. A method of controlling a robotic prosthetic device 
having a gripping element moveable between an opened con 
dition and a closed condition, comprising: 

measuring a set of one or more activity parameters of each 
of a plurality of units of a subject, each said unit being 
associated with one or more neurons of said Subject; 

employing a real-time extraction algorithm to generate a 
four-dimensional Velocity vector based on each mea 
Sured set of one or more activity parameters and one or 
more tuning parameters, said one or more tuning param 
eters describing how said set of one or more activity 
parameters are modulated with Velocity, said four-di 
mensional Velocity vector having an X direction compo 
nent, ay direction component, a Z direction component, 
and a gripping element Velocity component; 

integrating an appropriately scaled version of each of said 
X direction component, said y direction component, an 
said Z direction component to obtain an endpoint posi 
tion and an appropriately scaled version of said gripping 
element Velocity component to obtain a gripping ele 
ment state; and 

using said endpoint position and said gripping element 
state to generate commands for controlling movement of 
said prosthetic device and opening and closing of said 
gripping element. 

28. The method according to claim 27, wherein said real 
time extraction algorithm is a population vector algorithm. 

29. The method according to claim 27, wherein the activity 
parameters comprise firing rates. 

30. The method according to claim 27, wherein the activity 
parameters comprise power levels in a local field potential. 

31. The method according to claim 29, wherein said one or 
more tuning parameters comprise, for each said unit, a base 
line firing rate, a preferred direction vector and a modulation 
depth. 

32. A method of using a system including a robotic pros 
thetic device, said system employing an algorithm that gen 
erates positional information used to generate movement 
commands for controlling the prosthetic device based on 
activity parameters of a plurality of units of the Subject, each 
unit being associated with one or more neurons of the Subject, 
the method comprising: 

calibrating said robotic prosthetic device by generating one 
or more tuning parameters for use in said algorithm, said 
one or more tuning parameters describing how said 
activity parameters are modulated with Velocity, said 
calibrating comprising allowing a user to move said 
prosthetic device to a plurality of target locations in a 
physical interaction environment; 

training said user to use said prosthetic device by allowing 
said user to control movement of said prosthetic device 
in said physical interaction environment using said algo 
rithm; and 
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following said calibrating and training, allowing said user 
to freely control movement of said prosthetic device in 
said physical interaction environment using said algo 
rithm. 

33. The method according to claim 32, wherein said train 
ing is based on a combination of automatic control of said 
prosthetic device and subject control of said prosthetic 
device, wherein said subject control is based on a plurality of 
movement commands generated by said algorithm based on 
measured activity parameters of said units and said one or 
more tuning parameters, and wherein said training further 
comprises decreasing a proportion of said automatic control 
as compared to said Subject control over a period of time. 

34. A method of enabling a subject to control a robotic 
prosthetic device having a plurality of functional portions, 
each functional portion being associated with a correspond 
ing degree of freedom of movement of said robotic prosthetic 
device, comprising: 

measuring a set of one or more activity parameters of each 
of a plurality of units of a subject, each said unit being 
associated with one or more neurons of said Subject; 

predicting said subjects intended movement of said pros 
thetic device by employing a real-time extraction algo 
rithm to generate a normalized movement vector based 
on at least each measured set of one or more activity 
parameters, said normalized movement vector having a 
plurality of dimensions, each dimension having one or 
more movement components and being associated with 
the degree of freedom of a corresponding one of said 
functional portions; 

for each of said dimensions of said normalized movement 
vector, scaling the one or more movement components 
thereof using a scaling factor to convert each of the one 
or more movement components of the dimension into a 
corresponding scaled movement component having 
units appropriate for describing the movement of the one 
of said functional portions with which the dimension is 
associated, wherein the units of at least one of the dimen 
sions are different than the units of at least another of the 
dimensions; and 
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generating commands for controlling movement of said 

prosthetic device based on each scaled movement com 
ponent of each of the dimensions. 

35. The method according to claim 34, wherein the nor 
malized movement vector is a normalized Velocity vector, 
wherein the movement components of each dimension are 
Velocity components, and wherein each scaled movement 
component is a scaled Velocity component. 

36. The method according to claim 35, wherein said gen 
erating comprises generating commands for controlling 
movement of said prosthetic device by integrating each 
scaled movement component of each of the dimensions. 

37. The method according to claim 34, wherein said plu 
rality of functional portions include a first functional portion 
for controlling an endpoint position of said robotic prosthetic 
device and a second functional portion comprising a gripper 
element. 

38. The method according to claim 35, wherein the dimen 
sion associated with the first functional portion includes an X 
direction Velocity portion, a y direction Velocity portion, and 
a Z direction Velocity portion, and wherein the dimension 
associated with the second functional portion includes agrip 
ping element Velocity portion. 

39. The method according to claim 34, wherein said real 
time extraction algorithm is a population vector algorithm. 

40. The method according to claim 34, wherein the activity 
parameters comprise firing rates. 

41. The method according to claim 34, wherein the activity 
parameters comprise power levels in a local field potential. 

42. The method according to claim 35, wherein said nor 
malized Velocity vector is also based on one or more tuning 
parameters, said one or more tuning parameters describing 
how said set of one or more activity parameters are modulated 
with Velocity, and wherein said one or more tuning param 
eters comprise, for each said unit, a baseline firing rate, a 
preferred direction vector and a modulation depth. 

k k k k k 
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