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DEVICE AND METHOD FOR ACQUIRING 
FUSION IMAGE 

TECHNICAL FIELD 

0001. This disclosure relates to a medical image technique 
for diagnosis, analysis and treatment, and more particularly, 
to a probe structure, an imaging device and an imaging 
method for acquiring a fusion image capable of providing 
pathologic and anatomical information simultaneously based 
on various medical image techniques. 

BACKGROUND ART 

0002 An ultrasound (US) imaging device is equipment 
for imaging structure and characteristics of an observation 
area by applying an ultrasound signal to an observation area 
in a human body with an ultrasound probe, receiving a return 
ing ultrasound signal reflected by tissues, and extracting 
information included in the signal. The US imaging device 
may advantageously obtain an image in real time without any 
harm to the human body at low costs in comparison to other 
medical imaging systems such as X-ray, CT, MRI, PET or the 
like. 
0003) A photoacoustic (PA) imaging device applies pho 
ton to an observation area in a human body, receives an 
ultrasound signal directly generated from photons absorbed 
in tissues, and extracts image information from the signal. 
This peculiar situation where photons are absorbed in tissues 
to generate an ultrasound happens since the tissues are heated 
while absorbing the photons. Thus, if a pulse laser is irradi 
ated to the absorptive tissue structure, the tissue temperature 
changes, and as a result the tissue structure is expanded. A 
pressure wave is propagated outwards from the expanded 
structure, and the pressure wave may be probed using an 
ultrasound transducer. The photoacoustic image has advan 
tages in that an image may be obtained based on an optical 
absorption contrastratio while ensuring resolution to the level 
of ultrasound, costs are very low in comparison to MRI, and 
patents are not exposed to ionizing radiation. 
0004. A fluorescent (FL) imaging device uses a principle 

that, cells or bacteria where a fluorescent protein gene is 
expressed are marked or put into a living body and a light 
source of a specific wavelength is irradiated thereto, the cells 
or tissues of the living body or a fluorescent material in the 
living body absorbs and excites the light irradiated from the 
outside to emit a light of a specific wavelength, and this light 
is probed and imaged. As the fluorescent protein gene 
required for acquiring a fluorescent image, green fluorescent 
protein (GFP), red fluorescent protein (RFP), blue fluorescent 
protein (BFP) and yellow fluorescent protein (YEP) or 
enhanced GFP (EGFP) which is a variety of GFP are widely 
used, and more diverse fluorescent proteins with increased 
brightness are being developed. The fluorescent image is 
generally acquired using a charged coupled device (CCD) 
camera, which allows rapid acquisition of a fluorescent 
image, and animals such as guinea pig are not sacrificed. 
0005 Such medical diagnosis imaging devices have dif 
ferent observation areas and characteristics, and thus differ 
ent kinds of devices should be applied to a single observation 
area depending on purpose and situation. In addition, for 
more accurate diagnosis and more information, these imag 
ing techniques may be utilized together. At present, there has 
been reported one-shot investigation methods in which 
images acquired using different imaging devices for a single 
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lesion area are comparatively investigated for experiments or 
studies, but there has been proposed no technical means to 
acquire various kinds of image information simultaneously 
for the utilization in clinical trials. 

DISCLOSURE 

Technical Problem 

0006. The present disclosure is directed to overcoming the 
limit of the existing technique in which existing medical 
imaging devices are individually utilized at diagnosis and 
medical sites. Also, in the existing technique, due to the 
absence of a technical measure for simultaneously monitor 
ing a single region in a multilateral way, medical images for 
an observation area are acquired sporadically depending on a 
target to be monitored and a purpose of monitoring, and then 
the images should be analyzed individually by experts. But, 
the present disclosure is directed to Solving Such inconve 
nience. 

Technical Solution 

0007. In one general aspect, there is provided a device for 
acquiring an image, comprising: a sound source configured to 
apply an ultrasound signal for an ultrasound (US) image to a 
target; a light source configured to apply an optical signal for 
a photoacoustic (PA) image and a fluorescent (FL) image to 
the target; a sound probing unit configured to receive the 
ultrasound signal generated by the sound source and the pho 
toacoustic signal generated by the light source from the tar 
get; a light probing unit configured to receive the optical 
signal generated by the light source from the target; and an 
image generating unit configured to generate a fusion image 
including image information with different probing planes 
with respect to the target by using at least two signals of the 
received ultrasound signal, the received photoacoustic signal 
and the received optical signal. 
0008. In the device for acquiring an image according to an 
embodiment, the image generating unit may generate a single 
fusion image by: generating a depth image of the target from 
the received ultrasound signal or the received photoacoustic 
signal, generating a planar image of the target from the 
received optical signal, and mapping the generated depth 
image and the generated planar image. 
0009. In the device for acquiring an image according to an 
embodiment, the image generating unit may determine a 
feature point from each of the images with different probing 
planes, and map the determined feature points to generate an 
image where a relation among the images is visually matched 
and displayed. 
0010. In the device for acquiring an image according to an 
embodiment, the sound probing unit may be located adjacent 
to the target, and the light probing unit may be installed to be 
located relatively far from the target in comparison to the 
Sound probing unit. 
0011. In the device for acquiring an image according to an 
embodiment, the Sound probing unit and the light probing 
unit may be installed along different axes to prevent signal 
interference from each other. 

0012. In the device for acquiring an image according to an 
embodiment, the device may further include a switch for 
shifting operations of the Sound probing unit and the light 
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probing unit to each other, and a signal corresponding to each 
probing unit may be received according to a manipulation of 
a user on the Switch. 
0013. In another aspect of the present disclosure, there is 
provided a device for acquiring an image, comprising: a 
Sound source configured to apply an ultrasound signal for an 
ultrasound image to a target; a light source configured to 
apply an optical signal for a photoacoustic image and a fluo 
rescent image to the target; a Sound probing unit configured to 
receive the ultrasound signal generated by the Sound Source 
and the photoacoustic signal generated by the light Source 
from the target; a light probing unit configured to receive the 
optical signal generated by the light Source from the target; a 
location control unit configured to adjust physical locations 
of the Sound probing unit and the light probing unit; and an 
image generating unit configured to generate a fusion image 
including image information with different probing planes 
with respect to the target by using at least two signals of the 
received ultrasound signal, the received photoacoustic signal 
and the received optical signal according to the adjusted loca 
tions. 
0014. In the device for acquiring an image according to 
another embodiment, the image generating unit may generate 
a single fusion image by: generating a three-dimensional 
image by moving the Sound probing unit along a Surface of 
the target according to the control of the location control unit 
to laminate a depth image of the target from the received 
ultrasound signal or the received photoacoustic signal, gen 
erating a planar image of the target by fixing the location of 
the light probing unit according to the control of the location 
control unit, and mapping the generated three-dimensional 
image and the generated planar image in consideration of the 
adjusted location. 
0.015. In the device for acquiring an image according to 
another embodiment, the location control unit may move the 
Sound probing unit in a longitudinal direction along a Surface 
of the target based on the light probing unit to guide Succes 
sive generation of depth images corresponding to the planar 
image by the light probing unit. 
0016. In the device for acquiring an image according to 
another embodiment, the Sound probing unit may be located 
adjacent to the target, the light probing unit may be installed 
to be located relatively far from the target in comparison to the 
Sound probing unit, and the sound probing unit may receive a 
Sound signal from the target while changing the location 
thereof according to the control of the location control unit. 
0.017. In the device for acquiring an image according to 
another embodiment, the device may further include an opti 
cal and/or acoustical transparent front which is adjacent to the 
target and has permeability with respect to an optical signal 
and a sound signal. 
0018. In another aspect of the present disclosure, there is 
provided a method for acquiring an image, comprising: 
applying an ultrasound signal for an ultrasound image or an 
optical signal for a photoacoustic image to a target, and 
receiving an ultrasound signal or photoacoustic signal corre 
sponding to a signal applied from the target; applying an 
optical signal for a fluorescent image to the target, and receiv 
ing an optical signal from the target; and generating a fusion 
image including image information with different probing 
planes with respect to the target by using at least two signals 
of the received ultrasound signal, the received photoacoustic 
signal and the received optical signal, wherein the fusion 
image includes a depth image generated from the received 
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ultrasound signal or the received photoacoustic signal, a pla 
nar image generated from the received optical signal and 
mapping information between the depth image and the planar 
image. 
0019. In the method for acquiring an image according to 
an embodiment, the method may further include displaying 
the generated fusion image on a display device, and the depth 
image and the planar image included in the fusion image may 
be shifted to each other according to a manipulation of a user 
to be displayed simultaneously or in order. 
0020. In the method for acquiring an image according to 
an embodiment, the method may further include generating a 
three-dimensional image by moving a probing unit for receiv 
ing the ultrasound signal or photoacoustic signal in a longi 
tudinal direction along a surface of the target based on the 
probing unit for the fluorescent image, so that the depth image 
is successively laminated corresponding to the planar image, 
and the generating of a fusion image may generate a single 
fusion image by mapping the generated three-dimensional 
image and the generated planar image in consideration of the 
adjusted location. 
0021. In the method for acquiring an image according to 
an embodiment, the method may further include determining 
a feature point from each of the images with different probing 
planes, and mapping the determined feature points, and the 
generating of a fusion image may generate an image in which 
a relation among the images is visually matched and dis 
played. 
0022. In the method for acquiring an image according to 
an embodiment, the method may further include: displaying 
the ultrasound image, the photoacoustic image and the fluo 
rescent image on a display device simultaneously; and gen 
erating an overlaying image in which at least two images 
selected by a user are overlaid, and displaying the overlaying 
image on the display device. 
0023. In the method for acquiring an image according to 
an embodiment, the method may further include: receiving an 
adjustment value for a location of the image, a parameter for 
the image and transparency of the image from the user, and 
generating an image changed according to the input adjust 
ment value and displaying the changed image on the display 
device. 

Advantageous Effects 

0024. The embodiments of the present disclosure allows 
easier analysis of images by providing a probe structure, 
which may utilize various medical imaging techniques using 
an ultrasound image, a photoacoustic image and a fluorescent 
image simultaneously, provide pathologic information, ana 
tomical information and functional information for a single 
observation area in a multilateral way by generating a fusion 
image based on planar image information and depth image 
information having different probing planes with respect to 
the observation target, and generate a fusion image through 
simple user manipulation at a medical site. 

DESCRIPTION OF DRAWINGS 

0025 FIG. 1 is a block diagram showing a basic structure 
of a device for acquiring an image, employed in embodiments 
of the present disclosure. 
0026 FIG. 2 is a diagram for illustrating structural char 
acteristics of two kinds of probes, employed in embodiments 
of the present disclosure. 
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0027 FIGS.3a to 3d are diagrams showing various probe 
structures, which may be utilized in the device for acquiring 
an image according to the embodiments of the present dis 
closure. 
0028 FIG. 4 is a diagram showing a fusion image diagno 
sis system including the device for acquiring an image 
according to an embodiment of the present disclosure. 
0029 FIG. 5 is a flowchart for illustrating a method for 
acquiring an image according to an embodiment of the 
present disclosure. 
0030 FIG. 6 is a flowchart for illustrating a diagnosis 
method utilizing an image shifting Switch according to an 
embodiment of the present disclosure. 
0031 FIG. 7 is a diagram for illustrating a method for 
displaying the image acquired according to the diagnosis 
method of FIG. 6 on a display device. 
0032 FIG. 8 is a flowchart for illustrating a diagnosis 
method utilizing a stationary probe according to another 
embodiment of the present disclosure. 
0033 FIG. 9 is a diagram for illustrating a method for 
displaying the image acquired according to the diagnosis 
method of FIG.8 on a display device. 

BEST MODE 

0034. As an embodiment, the present disclosure provides 
a device for acquiring an image, which includes: a Sound 
Source configured to apply an ultrasound signal for an ultra 
Sound (US) image to a target; a light source configured to 
apply an optical signal for a photoacoustic (PA) image and a 
fluorescent (FL) image to the target; a Sound probing unit 
configured to receive the ultrasound signal generated by the 
Sound source and the photoacoustic signal generated by the 
light source from the target; a light probing unit configured to 
receive the optical signal generated by the light source from 
the target; and an image generating unit configured to gener 
ate a fusion image including image information with different 
probing planes with respect to the target by using at least two 
signals of the received ultrasound signal, the received pho 
toacoustic signal and the received optical signal. 

MODE FOR INVENTION 

0035. Hereinafter, a basic idea adopted in embodiments of 
the present disclosure will be described briefly, and then 
detailed technical features will be described in order. 
0036) A biological tissue causes a radiative process and a 
nonradiative process through a photoacoustic coefficient, and 
a fluorescent image and a photoacoustic image are formed by 
means of different process bases through absorbed optical 
energy. The embodiments of the present disclosure allow 
observing the degree of light absorption and the generation of 
radiative/nonradiative process of a tissue, thereby proposing a 
system structure which may obtain an optical characteristic of 
the tissue as a more accurate quantitative index and provide 
elastic ultrasound image (elastography) and color flow imag 
ing by processing the ultrasound signal. In addition, the 
embodiments of the present disclosure may provide a quan 
titative index with high contrast in an application using a 
contrast agent which is reactive with a single imaging tech 
nique or multiple imaging techniques, and propose individual 
information for various imaging techniques or applications 
used in existing ultrasound, photoacoustic and fluorescent 
imaging, or a structure required for developing a new appli 
cation by combining Such individual information. 
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0037 For this, there is required a fusion probe and system 
structure capable of performing ultrasound, photoacoustic 
and fluorescent imaging techniques to a single tissue and 
processing them in association with each other in abundle. In 
addition, there is proposed an auxiliary system structure for 
improving the shape of the fusion probe, the structure of the 
system and the quality of the image. 
0038 Hereinafter, embodiments of the present disclosure 
which may be easily implemented by those skilled in the art 
will be described in detail. However, these embodiments are 
just for better understanding of the present disclosure, and it 
is obvious to those skilled in the art that the scope of the 
present disclosure is not limited thereto. 
0039 FIG. 1 is a block diagram showing a basic structure 
of a device 20 for acquiring an image (hereinafter, also 
referred to as an image acquiring device), employed in 
embodiments of the present disclosure, and the image acquir 
ing device 20 includes a source 21 and a probing unit 24 used 
adjacent to an observation target 10, and an image generating 
unit 29 respectively electrically connected thereto. 
0040. The source 21 may be classified into a sound source 
and a light source depending on the kind of generated signal. 
The Sound Source applies an ultrasound signal for an ultra 
Sound (US) image to a target 10, and the light Source applies 
an optical signal for a photoacoustic (PA) image and a fluo 
rescent (FL) image to the target 10. 
0041. In addition, the probing unit 24 may be classified 
into a Sound probing unit and a light probing unit depending 
on the kind of received signal. The sound probing unit 
receives an ultrasound signal generated by the sound source 
or a photoacoustic signal generated by the light source from 
the target 10, and the light probing unit receives an optical 
signal generated by the light source from the target 10. 
0042. In FIG. 1, the source 21 and the probing unit 24 are 
depicted separately in a functional view, but they may also be 
implemented as a physically integrated unit. In particular, 
depending on the kind of image to be obtained from the target 
10, the source 21 and the probing unit 24 may be implemented 
to be included in the same component. For example, the 
ultrasound image and the photoacoustic image may be imple 
mented in the same hardware since a carrier signal to be 
probed from the target 10 is an ultrasound signal. However, a 
detailed source of the photoacoustic image is a pulsed wave, 
different from the source of the ultrasound image. Mean 
while, the fluorescent image applies an optical signal, in more 
detail a continuous wave and receives an optical signal emit 
ted from a tissue of the target 10 by using a CCD camera, 
which allows implementation in single hardware. 
0043. Further, the sound probing unit and the light probing 
unit have different minimum distances to the observation 
target 10 depending on signal observation characteristics. In 
other words, the sound probing unit may be located adjacent 
to the observation target 10, and the light probing unit may be 
installed to be located relatively far from the observation 
target 10 in comparison to the Sound probing unit. This is 
because a probe based on a Sound signal like the ultrasound 
image is used in contact with the observation target 10, and a 
probe based on an optical signal like the fluorescent image is 
used at a predetermined distance to observe a planar structure 
like the surface of the observation target 10. 
0044. The image generating unit 29 generates a fusion 
image including image information with different probing 
planes with respect to the target 10 by using at least two 
signals of the ultrasound signal, the photoacoustic signal and 
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the optical signal received from the probing unit 24. In the 
embodiments of the present disclosure, a single fusion image 
including various kinds of information may be generated by 
collecting a plurality of image information with different 
probing planes, and the detailed configuration of each 
embodiment will be described later with reference to the 
drawings. 
0045. In addition, the image acquiring device of FIG. 1 
may selectively include a location control unit 27 between the 
Source 21 and/or the probing unit 24 and the image generating 
unit 29. The location control unit 27 adjusts physical loca 
tions of the Sound probing unit and the light probing unit and 
guides the image generating unit 29 to generate a fusion 
image from the signals received according to the locations 
adjusted by the location control unit 27. 
0046. In particular, the image generating unit 29 moves the 
probing unit 24, particularly the sound probing unit, along the 
surface of the target 10 according to the control of the location 
control unit 27, so that a depth image of the target 10 is 
laminated from the received ultrasound signal or photoacous 
tic signal to generate a three-dimensional image. Further, the 
image generating unit 29 may generate a planar image of the 
target 10 by fixing the location of the probing unit 24, par 
ticularly the light probing unit, according to the control of the 
location control unit 27, and may generate a single fusion 
image by mapping the three-dimensional image and the pla 
nar image generated in consideration of a finally adjusted 
location. In other words, the location control unit 27 is 
required for generating a three-dimensional image from the 
depth image by controlling the location of the probing unit 24. 
0047. Or else, instead of the control of the location control 
unit 27, a user may directly moves the probing unit 24 along 
the surface of the target 10 so that the light probing unit is 
located at the same portion as the acquired ultrasound signal 
or photoacoustic signal to acquire a fluorescent planar image, 
thereby providing a single fusion image by means of software 
image mapping. 
0048 Data of each imaging technique used in the above 
image mapping procedure may employ a high-contrast imag 
ing method, used in individual techniques, to improve the 
quality of image. The ultrasound image may utilize, for 
example, harmonic, perfusion imaging, synthetic aperture, 
planar wave, blood flow imaging, adaptive beam focusing or 
the like. In addition, the photoacoustic image may utilize, for 
example, adaptive beam focusing, spectroscopy or the like. 
Further, the fluorescent image may utilize, for example, Ste 
reo 3D imaging, spectroscopy, wavelength separating or the 
like. 

0049 Meanwhile, the image generating unit 29 may deter 
mine a feature point from each of images with different prob 
ing planes and map the determined feature point, thereby 
generating an image where a relation of the images may be 
visually matched and displayed. For this, an image process 
ing technique for extracting feature points from a plurality of 
images and mapping the feature points may be utilized. When 
mapping images, basically, an axis of one image is specified 
based on the target 10, and images are connected on the basis 
of the specified axis, so that a relation of common features is 
displayed. For this, a three-dimensional coordinate system 
for the target 10 is assumed, a display direction of the image 
with respect to X-, y- and Z-directions of the coordinate sys 
tem is set, and the images are mapped based on the feature 
point to generate a matched image. 
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0050 Hereinafter, characteristics of an individual probe 
according to a medical imaging technique will be introduced 
briefly, and then various probe structures mechanically 
coupled to generate a fusion image will be described in order. 
FIG. 2 is a diagram for illustrating structural characteristics of 
two kinds of probes, employed in embodiments of the present 
disclosure, where a fluorescent image probe (FL probe) 210 
for generating a planar image of a target and an photoacous 
tic/ultrasound image array probe (PAUS array probe) 220 for 
generating a depth image of a target are depicted. In a hard 
ware aspect, each probe may be implemented to include a 
signal applying unit (Source) and a signal receiving unit as a 
single unit, as described above. 
0051 Characteristics of each medical image are shown in 
Table 1 below. 

TABLE 1 

Source Probing unit Description 

Ultrasound Ultrasound Transducer Provision of anatomical 
image signal information based on 

a depth image 
Provision of functional 
information based on 
a depth image 

Optical signal CCD sensor Provision of functional 

Photoacoustic Optical signal Transducer 
image pulsed wave 

Fluorescent 
image continuous information based on 

Wawe a planar image 

0052. In FIG.2, the FL probe 210 includes alight applying 
unit capable of applying light and a CCD sensor capable of 
receiving a fluorescent signal generated from a target tissue to 
acquire a fluorescent (FL) image and a white light (WL) 
image, and the PAUS array probe 220 includes a light apply 
ing unit capable of transmitting a pulsed laser and an array 
transducer capable of receiving an ultrasound to acquire data 
of a photoacoustic image and an ultrasound image. The FL 
light applying unit and the PAUS light applying unit may be 
designed to be integrated into a single component or sepa 
rated from each other. 
0053 Considering the above different characteristics, the 
image generating unit proposed in the embodiments of the 
present disclosure generates a depth image of the target from 
the ultrasound signal or photoacoustic signal received 
through the Sound probing unit, generate a planarimage of the 
target from the optical signal received through the light prob 
ing unit, and maps the generated depth image and the gener 
ated planar image to generate a single fusion image. 
0054 FIGS.3a to 3d are diagrams showing various probe 
structures, which may be utilized in the image acquiring 
device according to the embodiments of the present disclo 
sure, and these structures may be utilized in two ways briefly. 
0055. First, FIGS. 3a and 3b show a probe structure for 
real-time PAUS and FL imaging, where the PAUS probe and 
the FL probe are implemented to be fixed in a single probe 
structure 310, and a PAUS image and a FL image may be 
output alternately according to a manipulation (PUSH/RE 
LEASE) of the FL button 320 which corresponds to a switch 
for shifting operations of the Sound probing unit and the light 
probing unit to each other. Now, the image acquired through 
the probe structure 310 may be provided to an imaging system 
through a connector via a connection unit 350 having a cable. 
If necessary, the connection unit 350 may further include a 
mechanical arm for operating the probe structure 310 at a 
position closer to the observation target. 
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0056. In addition, in FIGS. 3a and 3b, the sound probing 
unit (PAUS array probe) and the light probing unit (WL/FL 
probe) may be installed along different axes to prevent signal 
interference from each other. 
0057 Second, FIGS.3c and 3d show a fusion probe struc 
ture capable of displaying a PAUS image and a FL image at 
the same location of a human body in a fused state, and the 
structure includes a movable PAUS probe and a stationary 
WL/FL probe in a single probe structure 330. The PAUS 
probe moves vertically by means of a mechanically movable 
scanner to acquire data of a three-dimensional image, and the 
FL probe is located at a rear position of the fusion probe to 
acquire a planarimage of the image region. For this, the image 
acquiring device proposed in the embodiments of the present 
disclosure may move the sound probing unit (PAUS array 
probe) in a longitudinal direction along the Surface of the 
target based on the light probing unit (WL/FL probe) by using 
the location control unit (not shown), thereby guiding a depth 
image to be successively generated corresponding to the pla 
nar image by the light probing unit (WL/FL probe). 
0058. In addition, due to the difference in image acquiring 
structures as described above, the sound probing unit (PAUS 
array probe) may be located adjacent to the target, the light 
probing unit (WL/FL probe) may be installed to be located 
relatively far from the target in comparison to the Sound 
probing unit (PAUS array probe), and the sound probing unit 
(PAUS array probe) may receive a sound signal from the 
target while changing its location according to the control of 
the location control unit (not shown). 
0059. Further, the inside of the probe may be filled with a 
coupler capable of transmitting light without loss and allow 
ing ultrasound permeation, and the Surface of the probe may 
be made of a material allowing permeation of ultrasound and 
light. For this, the probe structure 330 depicted in FIGS. 3c 
and 3d may include an optical/acoustical transparent front 
340 which is adjacent to the target and has permeability with 
respect to optical signals and Sound signals. 
0060 FIG. 4 is a diagram showing a fusion image diagno 
sis system including the image acquiring device according to 
an embodiment of the present disclosure, and the fusion 
image diagnosis system includes a multi-modal probe 410 
having a plurality of sources and probes, an image processing 
system 420 and a display device 430. 
0061 The image processing system 420 includes a work 
station for controlling the overall fusion image diagnosis 
system, a PAUS System for treating signals of photoacoustic 
and ultrasound images, a FL light source for applying an 
optical energy for the fluorescent image and the photoacous 
tic image, and a probe location control unit (probe positioner) 
capable of controlling a location of the probe as demanded by 
the user, and acquires bio data in various aspects through the 
multi-modal probe 410 serving as a fusion probe. 
0062. The multi-modal probe 410 includes a PAUS linear 
transducer for receiving photoacoustic and ultrasound sig 
nals, an optic fiber bundle for applying an optical energy 
transmitted from a main body, and a CCD sensor for acquir 
ing fluorescent data generated from the human body, and 
transmits the acquired data to the image processing system 
420. The image processing system 420 performs image res 
toration based on the received data and then displays the 
restored image on the display device 430. 
0063 FIG. 5 is a flowchart for illustrating a method for 
acquiring an image (hereinafter, also referred to as an image 
acquiring method) according to an embodiment of the present 
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disclosure, which includes steps respectively corresponding 
to operations of the components of the image acquiring 
device depicted in FIG. 1. Therefore, each process will be 
briefly described based on the image processing flow in order 
to avoid unnecessary duplicated explanations. 
0064. In S510, the image acquiring device applies an ultra 
Sound signal for the ultrasound image and an optical signal for 
the photoacoustic image to the target, and receives an ultra 
Sound signal or photoacoustic signal corresponding to the 
signal applied from the target. 
0065. In S520, the image acquiring device applies an opti 
cal signal for the fluorescent image to the target, and receives 
an optical signal from the target. 
0066. In S530, the image acquiring device generates a 
fusion image including image information with different 
probing planes for the target by using at least two signals 
among the ultrasound signal and the photoacoustic signal 
received in S510 and the optical signal received in S520. 
Here, the fusion image may include a depth image generated 
from the ultrasound signal or photoacoustic signal, a planar 
image generated from the optical signal, and mapping infor 
mation between the depth image and the planar image. 
0067. Meanwhile, the image acquiring method as depicted 
in FIG.5 may further include a step of determining a feature 
point from each of images with different probing planes, 
mapping the determined feature points. Therefore, in the 
fusion image generating step S530, an image where a relation 
between images is visually matched and displayed may be 
generated. 
0068 FIG. 6 is a flowchart for illustrating a diagnosis 
method utilizing an image shifting Switch according to an 
embodiment of the present disclosure, which is briefly clas 
sified into an image acquiring process 610 based on a Sound 
signal and animage acquiring process 620 based on an optical 
signal. 
0069 FIG. 6 assumes a surgery mode in which a user 
freely utilizes the probe structure to approach or contact a part 
of a body of a patient and acquires a necessary image, and a 
sequence of operations utilizable for Subsequently acquiring 
a PAUS image and a FL image by using the probe structure 
310 of FIG. 3a or 3b is exemplarily depicted. For this, the 
image acquiring method according to an embodiment of the 
present disclosure may further include a process of displaying 
the generated fusion image on the display device, and here, an 
input unit for Switching the depth image and the planar image 
included in the fusion image according to a manipulation of 
the user to be displayed simultaneously or Subsequently may 
be used. 

0070 Referring to FIG. 6, when an initial system opera 
tion is performed, the PAUS image acquired through the 
probe structure is provided, and if the user pushes the FL 
button, the operation may be shifted to a FL image display 
mode so that an image where a white light (WL) image is 
fused with a fluorescent (FL) image is provided to the user. A 
process of shifting to a PAUS mode by pressing a PAUS 
button or a process of shifting an image mode whenever a 
Switch button is pushed may also be implemented. 
0071. In more detail, the sound signal-based image acquir 
ing process 610 firstly acquires US frame data and generates 
and optimizes a US image therefrom, and also acquires PA 
frame data and generates and optimizes a PA image there 
from. After that, the generated PA image and US image may 
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be mapped to generate image information in a depth direc 
tion. Now, the user presses the FL button to shift into another 
fluorescent image mode. 
0072 The optical signal-based image acquiring process 
620 may firstly acquire a WL image and a FL image respec 
tively, and map a WL image and a FL image therefrom to 
generate image information in a front direction. Now, if the 
user releases the FL button, the process returns to the PAUS 
image acquiring process 610. 
0073 FIG. 7 is a diagram for illustrating a method for 
displaying the image acquired according to the diagnosis 
method of FIG. 6 on a display device, and an utilizable 
graphic user interface (GUI) is proposed. 
0074 Referring to FIG. 7, by manipulating the switch, the 
PAUS image and the FL image may be alternately provided to 
the user in real time, and restoration information or image 
parameter may be set for each image mode. A parameter 
setting unit may be provided simultaneously or separately for 
the PAUS image and the FL image. In addition, by simulta 
neously displaying a white light image and a fluorescent 
image in parallel or in an overlaid State, characteristics of 
several images may be utilized together for diagnosis. 
0075 FIG. 8 is a flowchart for illustrating a diagnosis 
method utilizing a stationary probe according to another 
embodiment of the present disclosure, which is briefly clas 
sified into an individual image acquiring process 810 and a 
three-dimensional image generating process 820. Here, a sta 
tionary probe means a probe structure which may be fixed to 
an observation target and acquire a three-dimensional image, 
and different from a fixed probe structure, the probe for 
acquiring PA/US images provided in the probe structure 
obtains a three-dimensional image through movement, para 
doxically. 
0076. In FIG. 8, a user does not freely utilize the probe 
structure, but an image registration mode in which the probe 
structure is fixed in contact with oradjacent to a part of abody 
of a patient and then acquires various types of images for a 
single observation target is assumed, and also a sequence of 
operations utilizable for obtaining the PAUS image and the 
FL image by using the probe structure 330 of FIG.3c or 3d is 
exemplarily depicted. 
0077. For this, the image acquiring device available for 

this embodiment moves the probing unit (PAUS array probe) 
for receiving an ultrasound signal or a photoacoustic signal in 
a longitudinal direction along the Surface of the observation 
target on the basis of the probing unit (FL probe) for a fluo 
rescent image, so that a depth image is successively laminated 
corresponding to the planar image to generate a three-dimen 
sional image. At this time, in the fusion image generating 
process, the three-dimensional image and the planar image 
are mapped in consideration of the location adjusted through 
the location control unit to generate a single fusion image. 
0078 First, in the individual image acquiring process 810, 
a WL image and a FL image are acquired, US frame data and 
PA frame data are acquired along with the images, and then a 
PAUS image of a single frame is acquired. Now, the PAUS 
array probe is moved in a longitudinal direction of the obser 
Vation target to acquire a PAUS image of a neighboring frame. 
This depth image acquiring process for each frame is repeat 
edly performed until a desired number of frames (for 
example, until an index of a final frame reaches a preset 
positive integer N), and then the individual image acquiring 
process 810 is completed. At this time, the generated image 
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includes a single Surface image and N number of depth 
images for the interested area. 
0079 Now, in the three-dimensional image generating 
process 820, the N number of depth images generated in the 
longitudinal direction is laminated to generate a single three 
dimensional PAUS image. After that, the generated PAUS 
image is optimized, and then the PAUS image and the FL 
image are mapped and displayed on a single display device. 
The user may reconfigure the displayed image by adjusting 
and resetting image parameters as necessary. 
0080 FIG. 9 is a diagram for illustrating a method for 
displaying the image acquired according to the diagnosis 
method of FIG. 8 on a display device, and an utilizable 
graphic user interface (GUI) is proposed. 
I0081 Referring to FIG.9, images may be restored accord 
ing to a plurality of image modes and provided simulta 
neously, and thus it is possible to provide the maximum 
degree of freedom as required by the user on the basis of 
various image data acquirable through the probe structure. 
The image acquired through the probe structure may provide 
a WL image, a FL image, a PA image (C-plane, B-plane), a 
US image (B-mode, elastography, color) or the like, depend 
ing on the selection of the user before the image is acquired. 
In FIG.9, the user may acquire human biometric information 
by freely adjusting an adjustment value for a location of the 
image, a parameter for the image and transparency of the 
individual image to be fused, by using the data of the PAUS 
image, the WL image and the FL image acquired through the 
probe structure. 
0082 For this, in the image acquiring method according to 
the present disclosure, the ultrasound image, the photoacous 
tic image and the fluorescent image may be simultaneously 
displayed on the display device, and an image in which at 
least two images selected by the user are overlaid may be 
generated and displayed on the display device. In addition, in 
the image acquiring method according to the present disclo 
Sure, an adjustment value for a location of the image, aparam 
eter for the image and transparency of the image may be input 
by the user, and an image changed according to the input 
adjustment value may be generated and displayed on the 
display device. 
I0083. According to the embodiments of the present dis 
closure described above, at preclinical trials, delivery of 
medicine and resultant effects may be quantitatively figured 
out by means of reaction against light, thereby allowing more 
quantitative evaluation of medicine effects. In addition, at 
clinical trials, light characteristics of tissues having different 
clinical meanings may be more quantitatively understood to 
allow early diagnosis of diseases and accurate staging, which 
may be helpful for establishing a plane for treating a disease 
and actually treating the disease. 
I0084. Further, the embodiments of the present disclosure 
may be applied in various ways by combining advantages of 
a photoacoustic/ultrasound imaging technique capable of 
observing a relatively greater depth for an observation target 
and a fluorescent imaging technique capable of observing an 
overall surface at a relatively smaller depth. In addition, if a 
contrast agent is used, characteristics of materials in or out of 
the contrast agent may be differently set for photoacoustic 
and fluorescent images, and then the distribution of the con 
trast agent and the degree of transfer of medicine included in 
the contrast agent may be quantitatively figured out. 
I0085 Meanwhile, a motion control process of a probe 
structure and an image processing process for processing 
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individual images obtained by the probe structure according 
to the embodiment of the present disclosure may be imple 
mented as computer-readable codes on a computer-readable 
recording medium. The computer-readable recording 
medium may include any kind of storage devices where data 
readable by a computer system is stored. 
I0086. The computer-readable recording medium includes, 
for example, ROM, RAM, CD-ROM, a magnetic tape, a 
floppy disk and optical media, and may also be implemented 
in the form of carrier wave (for example, transmission 
through Internet). In addition, the computer-readable record 
ing medium may be distributed to computer systems con 
nected through a network so that computer-readable codes 
may be stored and executed in a distribution way. Also, func 
tional programs, codes and code segments for implementing 
the present disclosure may be easily inferred by programmers 
in the related art. 
I0087 While the exemplary embodiments have been 
shown and described, it will be understood by those skilled in 
the art that various changes in form and details may be made 
thereto without departing from the spirit and scope of this 
disclosure as defined by the appended claims. In addition, 
many modifications can be made to adapt a particular situa 
tion or material to the teachings of this disclosure without 
departing from the essential scope thereof. Therefore, the 
spirit of the present disclosure should not be limited to the 
embodiments described above, and the appended claims and 
their equivalents or modifications should also be regarded as 
falling within the scope of the present disclosure. 

INDUSTRIAL APPLICABILITY 

0088 According to the embodiments of the present dis 
closure, there is provided a probe structure, which may utilize 
various medical imaging techniques such as ultrasound imag 
ing, photoacoustic imaging and fluorescent imaging simulta 
neously, generate a fusion image based on planarimage infor 
mation and depth image information with different probing 
planes with respect to an observation target So that pathologic 
information, anatomical information and functional informa 
tion may be provided in a multilateral way with respect to a 
single observation area, and allow a user to generate a fusion 
image in a medical site just through a simple manipulation, 
thereby allowing easier image analysis. 

1. A device for acquiring an image, comprising: 
a Sound Source configured to apply an ultrasound signal for 

an ultrasound (US) image to a target; 
a light source configured to apply an optical signal for a 

photoacoustic (PA) image and a fluorescent (FL) image 
to the target; 

a sound probing unit configured to receive the ultrasound 
signal generated by the Sound source and the photoa 
coustic signal generated by the light source from the 
target; 

a light probing unit configured to receive the optical signal 
generated by the light Source from the target; and 

an image generating unit configured to generate a fusion 
image including image information with different prob 
ing planes with respect to the target by using at least two 
signals of the received ultrasound signal, the received 
photoacoustic signal and the received optical signal. 

2. The device for acquiring an image according to claim 1, 
wherein the image generating unit generates a single fusion 

image by: 
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generating a depth image of the target from the received 
ultrasound signal or the received photoacoustic signal, 

generating a planar image of the target from the received 
optical signal, and 

mapping the generated depth image and the generated pla 
nar image. 

3. The device for acquiring an image according to claim 1, 
wherein the image generating unit determines a feature 

point from each of the images with different probing 
planes, and maps the determined feature points to gen 
erate an image where a relation among the images is 
visually matched and displayed. 

4. The device for acquiring an image according to claim 1, 
wherein the sound probing unit is located adjacent to the 

target, and 
wherein the light probing unit is installed to be located 

relatively far from the target in comparison to the Sound 
probing unit. 

5. The device for acquiring an image according to claim 1, 
wherein the Sound probing unit and the light probing unit 

are installed along different axes to prevent signal inter 
ference from each other. 

6. The device for acquiring an image according to claim 1, 
further comprising: 

a Switch for shifting operations of the Sound probing unit 
and the light probing unit to each other, 

wherein a signal corresponding to each probing unit is 
received according to a manipulation of a user on the 
Switch. 

7. A device for acquiring an image, comprising: 
a sound source configured to apply an ultrasound signal for 

an ultrasound image to a target; 
a light source configured to apply an optical signal for a 

photoacoustic image and a fluorescent image to the tar 
get, 

a sound probing unit configured to receive the ultrasound 
signal generated by the Sound source and the photoa 
coustic signal generated by the light source from the 
target; 

a light probing unit configured to receive the optical signal 
generated by the light source from the target; 

a location control unit configured to adjust physical loca 
tions of the Sound probing unit and the light probing unit; 
and 

an image generating unit configured to generate a fusion 
image including image information with different prob 
ing planes with respect to the target by using at least two 
signals of the received ultrasound signal, the received 
photoacoustic signal and the received optical signal 
according to the adjusted locations. 

8. The device for acquiring an image according to claim 7. 
wherein the image generating unit generates a single fusion 

image by: 
generating a three-dimensional image by moving the 

Sound probing unit along a surface of the target accord 
ing to the control of the location control unit to laminate 
a depth image of the target from the received ultrasound 
signal or the received photoacoustic signal, 

generating a planar image of the target by fixing the loca 
tion of the light probing unit according to the control of 
the location control unit, and 

mapping the generated three-dimensional image and the 
generated planar image in consideration of the adjusted 
location. 
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9. The device for acquiring an image according to claim 7. 
wherein the location control unit moves the Sound probing 

unit in a longitudinal direction along a Surface of the 
target based on the light probing unit to guide Successive 
generation of depth images corresponding to the planar 
image by the light probing unit. 

10. The device for acquiring an image according to claim 7. 
wherein the Sound probing unit is located adjacent to the 

target, 
wherein the light probing unit is installed to be located 

relatively far from the target in comparison to the Sound 
probing unit, and 

wherein the sound probing unit receives a sound signal 
from the target while changing the location thereof 
according to the control of the location control unit. 

11. The device for acquiring an image according to claim 7. 
further comprising: 

an optical and/or acoustical transparent front which is adja 
cent to the target and has permeability with respect to an 
optical signal and a sound signal. 

12. A method for acquiring an image, comprising: 
applying an ultrasound signal for an ultrasound image oran 

optical signal for a photoacoustic image to a target, and 
receiving an ultrasound signal or photoacoustic signal 
corresponding to a signal applied from the target; 

applying an optical signal for a fluorescent image to the 
target, and receiving an optical signal from the target; 
and 

generating a fusion image including image information 
with different probing planes with respect to the target 
by using at least two signals of the received ultrasound 
signal, the received photoacoustic signal and the 
received optical signal, 

wherein the fusion image includes a depth image generated 
from the received ultrasound signal or the received pho 
toacoustic signal, a planar image generated from the 
received optical signal and mapping information 
between the depth image and the planar image. 

13. The method for acquiring an image according to claim 
12, further comprising: 
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displaying the generated fusion image on a display device, 
wherein the depth image and the planar image included in 

the fusion image are shifted to each other according to a 
manipulation of a user to be displayed simultaneously or 
in order. 

14. The method for acquiring an image according to claim 
12, further comprising: 

generating a three-dimensional image by moving a probing 
unit for receiving the ultrasound signal or photoacoustic 
signal in a longitudinal direction along a Surface of the 
target based on the probing unit for the fluorescent 
image, so that the depth image is successively laminated 
corresponding to the planar image, 

wherein the generating of a fusion image generates a single 
fusion image by mapping the generated three-dimen 
sional image and the generated planar image in consid 
eration of the adjusted location. 

15. The method for acquiring an image according to claim 
12, further comprising: 

determining a feature point from each of the images with 
different probing planes, and mapping the determined 
feature points, 

wherein the generating of a fusion image generates an 
image in which a relation among the images is visually 
matched and displayed. 

16. The method for acquiring an image according to claim 
12, further comprising: 

displaying the ultrasound image, the photoacoustic image 
and the fluorescent image on a display device simulta 
neously; and 

generating an overlaying image in which at least two 
images selected by a user are overlaid, and displaying 
the overlaying image on the display device. 

17. The method for acquiring an image according to claim 
12, further comprising: 

receiving an adjustment value for a location of the image, a 
parameter for the image and transparency of the image 
from the user; and 

generating an image changed according to the input adjust 
ment value and displaying the changed image on the 
display device. 


